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Mobile and loT Computing

The convergence of sensing, communication, and computation that allows us to:
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Mobile and loT Computing

The convergence of sensing, communication, and computation that allows us to:
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Analyze data (cloud/edge) and
provide insights about the world

Aggregate data from
multiple sources
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Main Component of loT Systems

AXxis #1:
Power & Energy

Axis #3:

Axis #2: X Sensing & Computing

Connectivity
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Objectives of This Module

What are the various classes of network technologies?

How do we choose the right technology for a given application?
What are the different routing architectures?

How does energy impact the system design?

How does batteryless connection work?



Networking: “GLUE” for the Mobile and loT

* Increasing powerful nodes with embedded computing + miniaturized sensing

* Wireless network connectivity among the nodes
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The past, present, and future

2G

Voice

Each new generation is about optimizing the new use case of the
previous generation to reduce cost and introduction of new use cases

© 2020 Nokia NOKIA Bell Labs



2030

Digital World

Ubiquitous Compute

| s S
Precision Sensing & Actuation Human Machine Interface

Physical World P = Biological World
Real time

6G to unify the experience across physical, digital and biological worlds

7  © 2020 Nokia NOKIA Bell Labs



The loT Connectivity Arsenal
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Networking: “GLUE” for the Mobile and loT

* One size does not fit all: best technology depends on application

« What are the key organizing principles and ideas?



Architecture: Direct, Gateways & Edges

/!!!!. Servers in the “cloud”
Gateways - dge servers

e

= .
Mobile Gateways

> (phones, tablets)

7

“Things”
(devices, sensors,
actuators)



But, In fact, a rich design space

How should gateways and things communicate?
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Many answers, many approaches
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Can’t we just use the wireless internet?
Cellular and Wi-Fi? !.
V/

.

Yes, we can...

except when we can’t! w
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Wireless internet for loT?

Cellular (5G, LTE/4G, 3G, 2G) and Wi-Fi are:
Widely available (cellular in the wide-area and Wi-Fi for static uses)
High bandwidth (for most purposes), so can support high-rate apps

But, they have big drawbacks:
High power: not ideal for battery-operated scenarios
Cellular: often high cost (esp. per byte if usage-per-thing is low)
Wi-Fi: OK in most buildings, but not for longer range

Wi-Fi: In-building powered things (speakers, washers, refrigerators, ...)
Cellular: High-valued powered things (e.g., “connected car”)
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Connectivity Design Space

What are the metrics that we care about?

Device’s data rate
Gbytes per day4

bytes per day

hours 20 years
inches g . :
Battery life (low-power operation)
s body/room
building
factory/campus W|'F| hOUI’S, GbyteS/day, faCtOI’y

ES
_ LTE: hours-, Gbytes/day, miles, costs more
Device-to-gateway range
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Why so many solutions?

« Axes are not independent

« Technology evolves fast

« Bundling into popular devices speeds-up adoption, change the economics
+ cf. Wi-Fi & laptops
+ Bluetooth classic & cell phones & wireless headsets

+ Bluetooth Low Energy (BLE) & smartphones & “body/room” connectivity with months-to-years with
low duty cycles

21



¢3 Bluetooth &3 Bluetooth

Low Energy % Classic

Bluetooth Classic and Bluetooth Low Energy (BLE)




How does BLE work?

Two parts:

1. Advertisements (aka beaconing) for device discovery

2. Connection phase for data exchange

CENTRAL

PERIPHERAL

PERIPHERAL

23



Mingmin’s Apple VWatch

UUID: E44BOEF6-DF28-DDB0-64E8-52BE0ASE4595

Connected

ADVERTISEMENT DATA

Device Information

Manufacturer Name String
Apple Inc

del Number String

Watch6,18

UUID: DO611E78-BBB4-4591-
ABF8-487910AE4366

9OA37-4C9O1-84ED-54EE27D90049

BLE Advertisements are periodic

Typical period: 100 ms
Less frequent is fine

Triggered advertisement are often a good idea

Trade-off between energy consumption and
discovery latency
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On connection

DEVICE
(PERIPHERAL)

| \ |

READABLE

READ/WRITE CHARA(?ZERISTIC CHARA(;';ERISTIC CHARA(;';ERISTIC
NOTIFICATIONS

CHARACTERISTIC CHARACTERISTIC
Usually support 1o 2b

OTA (over-the-a|r CHARACTERISTIC
upgrades) -



On Connection: MAC protocol

Central orchestrates data communication

Key idea: time-schedule to reduce energy consumption

On connect: exchange parameters
* Frequency hopping sequence
« Connection interval, i.e., periodicity of data exchange (T milliseconds)

Every T milliseconds, Central and Peripheral exchange up to 4 packets, alternating turns

Then Peripheral can go back to sleep until next interval
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Extending communication range

What are the metrics that we care about?

Device’s data rate
Gbytes per day4

bytes per day

hours 20 years

inch
nches Battery life (low-power operation)

body/room
building v/

factory/campus

iES

Device-to-gateway range
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Extending communication range: mesh networks

1980s: DARPA packet radio networks 1990s: mobile ad hoc networks (MANET)

A Performance Comparison of
Multi-Hop Wireless Ad Hoc Network Routing Protocols

The DARPA Packet Radio Network Protocols

JOHN JUBIN AND JANET D. TORNOW, ASSOCIATE, IEEE Josh Broch  David A.Maltz  David B. Johnson ~ Yih-ChunHu  Jorjeta Jetcheva
- f ,

d Computer Science Department
sk Camegie Mellon University
Pittsburgh, PA 15213

In this paper we describe the current state of the DARPA packet
radio network. Fully automated algorithms and protocols to orga-
nize, control, maintain, and move traffic through the packet radio
network have been designed, implemented, and tested. By means
of protocols, networks of about 50 packet radios with some degree
of nodal mobility can be organized and maintained under a fully
distributed mode of control. We have described the algorithms and
illustrated how the PRNET provides highly reliable network trans-
port and datagram service, by dynamically determining optimal
routes, effectively controlling congestion, and fairly allocating the
channel in the face of changing link conditions, mobility, and vary-
ing traffic loads.

I. INTRODUCTION

In 1973, the Defense Advanced Research Projects Agency
(DARPA) initiated research on the feasibility of using packet-
switched, store-and-forward radio communications to pro-
vide reliable computer communications [1]. This devel-
opment was motivated by the need to provide computer
network access to mobile hosts and terminals, and to pro-
vide computer communications in a mobile environment.
Packet radio networking offers a highly efficient way of
using a multiple-access channel, particularly with bursty
traffic [2). The DARPA Packet Radio Network (PRNET) has
evolved through the years to be a robust, reliable, opera-
tional experimental network [3]. The development process
has been of an incremental, evolutionary nature [4]; as al-
gorithms were designed and implemented, new versions
of the PRNET with increased capabilities were demon-
strated. The PRNET has been in daily operation for exper-
imental purposes for nearly ten years. In this paper we de-
scribe the current state of the DARPA PRNET.

We begin by providing a synopsis of the PRNET system
concepts, attributes, and physical components in Section
Il In Section 111, we illustrate the mechanisms by which a
packet radio automatically keeps track of a potentially con-
tinuously changing network topology. In Section IV, we de-

Manuscript received February 1, 1986; revised July 30, 1986. The
work of J. Jubin was supported by the Defense Advanced Research
Projects Agency of the Department of Defense under Contract
MDA903-85-C-0205. The work of ). D. Tornow was supported by the
Defense Advanced Research Projects Agency of the Department
of Defense under Contract MDA903-85-C-0254,

J. Jubin is with Collins Defense Communications, Rockwell In-
ternational, Richardson, TX 75081, USA.

J. D. Tornow is with SRI International, Menlo Park, CA 94025,

scribe the algorithms used to route a packet through the
packet radio communications subnet. In Section V, we ex-
amine the protocols for transmitting packets. In Section VI,
wedescribe some of the hardware capabilities of the packet
radio that strongly influence the design and characteristics
of the PRNET protocols. We conclude by looking briefly at
some applications of packet radio networks and by sum-
marizing the state of the current technology.

I1. DESCRIPTION OF THE PACKET RADIO SysTem
A. Broadcast Radio

The PRNET provides, via a common radio channel, the
exchange of data between computers that are geographi-
cally separated. As a communications medium, broadcast
radio (as opposed to wires and antenna-directed radio) pro-
vides important advantages to the user of the network. One
of the benefits is mobility; a packet radio (PR} can operate
while in motion. Second, the network can be installed or
deployed quickly; there are no wires to set up. A third ad-
vantage is the ease of reconfiguration and redeployment.
The PRNET protocols take advantage of broadcasting and
common-channel properties to allow the PRNET to be ex-
panded or contracted automatically and dynamically. A
group of packet radios leaving the original area simply de-
parts. Having done so, it can function as an autonomous
group and may later rejoin the original network or join an-
other group.

The broadcasting and common channel properties of ra-
dio have disadvantages too. These properties, for all prac-
tical purposes, prohibit the building of a radio that is able
to transmit and receive at the same time. Therefore, the
PRNET protocols must attempt to schedule each transm
sion when the intended PR is not itself transmitting. Also,
transmissions often reach unintended PRs and interfere
with intended receptions. Therefore, the protocols must
attempt to schedule each transmission when the intended
PR is not receiving another PR’s transmission.

B. Automated Network Management

The PRNET features fully automated network manage-
ment, It is self-configuring upon network initialization, re-
configures upon gain or loss of packet radios, and has dy-
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Abstract

An ad hoc network is a collection of wireless mobile nodes dynamically
forming a temporary network without the use of any existing networ

ntralized administration, Due to the limited transmission range

"hops™ may be needed for

node 10 exchange data with another across the network. In recent years,

targeted specifically at this environment

n developed, but little performance information on each protocol

ic performance comparison between them 1s available. This

sents the results of a detailed packet-level simulation comparing

four multi-hap wireless ad hoc network routing protocols that cover a range

sign choices: DSDV, TORA, DSR, and AODV. We have extended

twork simulator to accurately model the MAC and physical-layer

behavior of the IEEE 802.11 wareless LAN stendard, including a realistic

" transi channel model, and present the results of simulations

of networks of 50 mobile nodes.

1 Introduction

In areas in which there is little or no communication infrastructure
or the existing infrastructure is expensive or inconvenient to use,
wireless mobile users may stil be able to communicate through the
formation of an ad hoc network. In such 2 network, each mobile node
operates not only as a host but also as a router, forwarding packets
for other mobile nodes in the network that may not be within direct
wireless transmission range of each other. Each node participates in
anad hoe routing protocol thatallows it to discover “multi-hop” paths
through the network to any other node. The idea ofad hoc networki

is sometimes also called infrastructureless networking [13), since the
mobile nodes in the network dynamically establish routing among
themselves to form their own network “on the fiy” Some examples of
the possible uses of ad hoc networking include students using laptop
computers to participate in an interactive lecture, business associates
sharing information during a meeting, soldiers relaying information
for situational awareness on the battlefield [12, 21], and emergency
disaster relief personnel coordinating efforts after a hurricane or
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Many different protocols have been proposed to solve the multi-
hop routi
assumptions and intuitions. However, litle is known about the actual
performance of these protocols, and no attempt has previously been
made to directly compare them in a reali

of mul
network routing protocols. We present results of detailed simulations
showing the relative performance of four recently proposed ad hoc
routing protocols: DSDV 18], TORA 14, 15], DSR [9, 10, 2}, and
AODV [17). To enable these simulations, we extended the ns-2
network simulator [6] to include:

o Node mobili
e physical layer including  radio propagation model
supporting propagation delay, capture effects, and carrier
sense [20].
o Radio network interfaces with properties such as transmission
power, antenna gain, and receiver sensitivity.
© The JEEE 802.11 Medium Access Control (MAC) protocol usis
the Distributed Coordination Function (DCF) (8]
Ourresultsinthis paper are based on simulations of an ad hoc network
of 50 wireless mobile nodes moving about and communicati
each other. We analyze the performance of each protocol and explain
the design choices that account for their performance.

imulation Environment
ns is a discrete event simulator developed by the University of
iforni and the VINT project [6]. While it provides
substantial support for simulating TCP and other protocols over con-
i it provides no support for accurately simulating
f multi-hop wireless networks or the MAC pro-
has recently released
vireless LANS, but
this code cannot be used for studying multi-hop ad hoc networks as
it does ot support the notion of node position; there is no spatial
diversity (all nodes are in the same collision domain), and it can only
model di
In this section, we describe some of the modifications we made to
ns to allow accurate simulation of mobile wireless network
2.1 Physical and Data Link Layer Model
To accurately model the attenuation of radio waves between anten-
nas close to the ground, radio engineers typically use a model that
attenuates the power of 2 signal as 1/r at short distances (r is the
distance between the antennas), and as 1/r* at longer distances.
The crossover point is called the reference distance, and is typically
around 100 meters for outdoor low-gain antennas 1.5m above the
ground plane operating in the 1-2GHz band [20]. Following this
practice, our signal propagation model combines both a free space
propagation model and a two-ray ground reflection model. When a
transmitter is within the reference distance of the receiver, we use




Extending communication range: mesh networks

Late 90s, 2000s: Sensor networks

Next Century Challenges: Scalable Coordination in Sensor Networks
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Abstract

Networked sensors—those that coordinate amongst them-
selves to achieve a larger sensing task—will revolutionize
information gathering and proccssing both in urban envi-
ronments and in inhospitable terrain. The sheer numbers of
these sensors and the expected dynamics in these environ-
ments present unique challenges in the design of unattended
autonomous sensor networks. These challenges lead us to
hypothesize that sensor network coordination applications
may need to be structured differently from traditional net-
work applications. In particular, we believe that localized
algorithms (in which simple local node behavior achieves a
desired glohal abjective) may he necessary for sensor net-
work coordination. In this paper, we describe localized al-
gorithms, and then discuss directed diffusion, a simple com-
munication model for describing localized algorithms.

1 Introduction

Integrated low-power sensing devices will permit remote ob-
ject monitoring and tracking in many different contexf
the field (vehicles, equipment, personnel), the office building
(projectors, furniture, books, people), the hospital ward (sy-
ringes, bandages, IVs) and the factory floor (motors, small
robotic devices). Networking these sensors—empowering
them with the ability to coordinate amongst themselves on a
larger seusiug task—will revolutionize information gathering
and processing in many situations. Large scale, dynamically
changing, and rohust sensor colonies can be deployed in in-
hospitable physical environments such as remote geographic
regions or toxic urban locations. They will also enable low
maintenance sensing in more benign, but less accessible, en-
vironments: large industrial plants, aircraft interiors etc.
To motivate the challenges in designing these sensor net-
works, consider the following scenario. Several thousand
sensors are rapidly deployed (e.g., thrown from an aircraft)
in remote terrain. The sensors coordinate to establish a
communication network, divide the task of mapping and
monitoring the terrain amongst themselves in an energy-

Permission to make digital or hard copies of all or part of this work for
out fee provided that copies
Profit or commercial advantage and that
opies bear this notice and the full citation on the first page. To copy
otherwise, 1o republish, to post on serve
requires prior specific permission and/or a fec
Mobicom 99 Scattle Washington US;

efficient manner, adapt their overall sensing accuracy to the
remaining total resources, and re-organize upon sensor fail-
ure. When additional sensors are added or old sensors fail,
the sensors re-organize themselves to take advantage of the
added system resources.

Several aspects of this scenario present systems design
challenges different from those posed by existing computer
networks (Section 2). The sheer numbers of these de-
vices, and their unattended deployment, will preclude re-
liance on broadcast communication or the configuration cur-
rently needed to deploy and operate networked devices. De-
vices may be battery constrained ur subject W hostile e
vironments, so individual device failure will be a regular or
common event. In addition, the configuration devices will
frequently change in terms of position, reachability, power
availability, and even task details. Finally, because these
devices interact with the physical environment, they, and
the network as a whole, will experience a significant range
of task dynamscs.

The WINS project [1] has considered device-level com-
munication primitives nceded to satisfy these requirements.
However, these requirements potentially affect many other
aspects of network design: routing and addressing mech-
anisms, naming and binding services, application archit
tures, security mechanisms, and so forth. This paper focuses
on the principles underlying the design of services and appli-
cations in sensor networks. In particular, since the sensing
is inherently distributed, we argue that sensor network ap-
plications will themselves be distributed.

Many of the lassons learned from Internet and mobile
network design will be applicable to designing sensor net-
work applications. However, this paper hypothesizes that
sensor networks have different enough requirements to at
least warrant re-considering the overall structure of appli-
cations and services. Specifically, we believe there are sig-
nificant robustness and scalability advantages to designing
applications using localized algorithms—where sensors only
interact with other sensors in a restricted vicinity, but nev-
ertheless collectively achieve a desired global objective (Sec-
tion 3). We also describe directed diffusion, a promising
model for describing localized algorithms (Section 4).

Qur research project is starting to investigate the design
of localized algorithms using the directed diffusion model.
These ideas were developed in the context of a DARPA
ISAT study, chaired by one of the authors (Estrin). The
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Protocol Architecture for

Wireless Microsensor Networks

Wendi B. Heinzelman, Member, IEEE, Anantha P. Chandrakasan, Senior Member, IEEE, and
Hari Balakrishnan, Member, IEEE

Abstract—Networking together hundreds or thousands of cheap
microsensor nodes allows users to accurately monitor a remote en-
vironment by intelligently combining the data from the individual
nodes. These networks require robust wireless communication pe>
tocols that are energy efficient and provide low latency.
elop ana analyzs low-energy ada plive chatering hier
°H), a protocol architecture for microsensor networks
that combines the ideas of energy-efficient cluster-based routing
and media access together with application-specific data aggrega-
tion to achieve good performance in terms of system lifetime, la-
d application-perceived quality. LEACH includes a new,
distributed cluster formation technique that enables self-organiza-

can improve system fifetime by an order of mag-
nitude compared with general-purpose multihop appmmhu.

Index Terms—Data aggregation, protocol architecture, wircless
microsensor networks.

1. INTRODUCTION

DVANCES iN sensor technology, low-power electronics,
and low-power radio frequency (RF) design have enabled
the development of small, relatively inexpensive and low-power
ensors, called microsensors, that can be connected via a wire
less network. These wircless microsensor networks represent a
new paradigm for extracting data from the environment and en-
able the reliable monitoring of a variety of environments for ap-
plications that include surveillance, machine failure diagnosis,
and chemical/biological detection. An important challenge in
the design of these networks is the y —com-
munication bandwidth and energy—are significantly more lim-
ited than in a tethered network environment. These constraints
require innovative design techniques to use the available band-
width and energy efficiently.

ail ece
A~ P, Chandrakasan and 1. Blakrishnan are with the ‘L\u.\d’uwll\ Insti-
of Technolo ridge, MA 02139 USA (c-mail: anantha@mtl
han@l
Digial Object Identiicr 10.1109/TWC.2002.804190

In order to design good protocols for wircless microsensor
networks, it is important to understand the parameters that arc
relevant to the sensor applications. While there arc many
in which the propertics of a sensor network protocol can be eval-
uated, we use the following metrics.

A. Ease of Deployment

Sensor networks may contain hundreds or thousands of

nodes, and they may need to be deployed in remote or dan-
gerous environments, allowing users to extract information
in ways that would not have been possible otherwise. This
requires that nodes be able to communicate with each other
even in the absence of an established network infrastructure
and predefined node locations.

B. System Lifetime

‘These networks should function for as long as possible. It may
be inconvenient or impossible to recharge node batteries. There:
fore, all aspects of the node, from the hardware to the protocols,
must be designed to be extremely encrgy efficient

C. Latency
Data from sensor networks are typically time sensitive, so it
is important to receive the data in a timely manner.

D. Quality

The notion of “quality” in a microsensor network is very
different than in traditional wircless data networks. For sensor
networks, the end user does not require all the data in the
network because 1) the data from neighboring nodes are highly
correlated, making the data redundant and 2) the end user

arcs about a higher-level description of events occurring in

the environment being monitored. The quality of the network
is, therefore, based on the quality of the aggregate data set,
5o protocols should be designed to optimize for the unique,
application- specific quality of a sensor network.

‘This paper builds on the work described in [11] by giving
a detailed description and analysis of low-cnerg;
clustering hierarchy (LEACH), an appli .
architecture for wircless microsensor networks. LI
employs the following techniques to achieve the design goals
stated: 1) randomized, adaptive, self-configuring cluster for-
mation; 2) localized control for data transfers:
media access control (MAC); and 4) application-specific data
processing, such as data aggregation or compression. Simula-
tion results show that LEACH is able to a the desired
properties of sensor networks.

2000s: Mesh networks for Internet

Architecture and Evaluation of an
Unplanned 802.11b Mesh Network

lohn Bicket, Daniel Aguayo, Sanijit Biswas, Robert Morris
M.L.T. Computer Science and Artificial Intelligence Laboratory

jbicket, aguayo, biswas, rtm @csail.mit.edu

ABSTRACT

This paper evaluates the ability wireless mesh arch
tecture to provide high performance Internet access while
deployment planning or operational mar
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Extending communication range: mesh networks
2010s: Mesh networks for loT

—

6LoWPAN: IPv6 over low-power
T wireless personal area networks

Both (typically) run over the 802.15.4 MAC standard

Routing protocol with different metrics, such as “expected transmission time”
Use case: devices communicating with gateway across multiple hops

Node duty cycles higher, some nodes do much more work



Wireless Network Architectures

Access Network Device-to-device Ad Hoc Network

ad-hoc Network

e.g., WiFi. cellular e.g., Bluetooth e.g, leverage P2P to
’ ’ reach internet (crises)

\ J /
| f

One-hop Multi-hop




MIT
Technology
Review

Networking From the
Rooftop

MIT researchers are developing new routing strategies for a
wireless network that hops data in the roofs of the city.

by Erico Guizzo Aug 29,2003

7 YEARS AFTER ROOFNET,
MIT AND CSAIL CHOOSE
MERAKI FOR WIRELESS LAN

Share

g

HOME

RoofNet

. ONLINE EDITI

NEWS  OPINION ARTS SPORTS CAMPUS LIFE PHOTOS BLO!

Volume 125 >> Issue 65 : Wednesday, February 1, 2006 P

MIT and City Collaborate To Provide Free

Wireless

Cisco Acquires Enterprise Wi-Fi
Startup Meraki For $1.2 Billion In
Cash

Josh Constine @joshconstine / 6:36 pm EST = November 18,2012 E,I mmmmmmm

SIr
CISCO.

Buys ﬂ
Mmeraki

Networking tech giant Cisco @ has just agreed to acquire cloud
infrastructure startup Meraki, and my industry sources confirm the

purchase price was $1.2 billion, all in cash. I've also gotten ahold of



Single Path Routing

Represent the wireless network as a graph

= Two nodes have an edge if they can communicate (i.e., are within radio
range)

* Each edge is labeled with a weight (where a smaller weight indicates a
preferred edge)

Run shortest path algorithm on the graph (e.g., Dijkstra)
" Produce the minimum weight path between every pair of nodes

How do you pick the edge weights?
" j.e., what metric should shortest path minimize?

33



Assign all edges the same weight =2 Minimize number of hops

Reasoning:
" Links in route share radio spectrum
" Extra hops reduce throughput

> Throughput =1
— —— Throughput =1/2

— — — Throughput = 1/3



One-hop broadcast delivery ratios
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Smooth link distribution complicates link classification.




Maximize bottleneck throughput
B

Delivery ratio = 100% w/:
JA C
D

A-B-C = 50%

Bottleneck throughput:
A-D-C=51%

A-B-C: A3BAUBALB =33%
A-D-C: ih"ADDALD =25%
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Maximize end-to-end delivery ratio
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Approach #4: Wireless routing metric: ETX

Minimize total transmissions per packet
(ETX, ‘Expected Transmission Count’)

Link throughput = 1/ Link ETX
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Route ETX = Sum of link ETXs
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Assuming 802.11 link-layer acknowledgments (ACKs) and
retransmissions:

P(TX success) = P(Data success) x P(ACK success)

Link ETX =1/ P(TX success)
=1/ [ P(Data success) x P(ACK success) ]

Estimating link ETX:

P(Data success) ® measured fwd delivery ratio ry,4
P(ACK success) ® measured rev delivery ratio r,,,

Link ETX = 1/(rfwdxrrev)



Each node broadcasts small link probes once per second
Nodes remember probes received over past 10 seconds
Reverse delivery ratios estimated as

r., = pkts received / pkts sent
Forward delivery ratios obtained from neighbors
(piggybacked on probes)
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 ETX predicts throughput for short routes (1, 2, and 3 hops)
 ETX captures loss

* ETX captures asymmetry



* |tis hard to measure link quality/loss

» Changes as a function of load
» Changes with time

 ETX ignores differences in bit-rate and packet size

 ETXignores spatial re-use (i.e., assumes all links
interfere)



1 IEEE

I SPECTRUM Topics Reports Blogs Multimedia

Why Wi-Fi Stinks—and How to Fix It

Neglected channels could add Wi-Fi capacity if router
makers used them properly

Wireless Mesh Network Market revenue to hit USD 8
By Terry Ngo Bn by 2026, growing at around 15%: Global Market
Insights, Inc.

Lebanon Protests: How To Communicate Securely in Case of a Network Disruption

Do everything better
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What Is Mesh Networking and Will It Solve My Wi-Fi

Problems?
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Course Project

* Proposal discussion (+suggested ideas) after the spring break
» Proposal due one week after that

e Introductions?
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Next Lecture

Wed Feb 28th

Batteryless connectivity and RFID
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