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Objectives of This Module
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Learn how foundational sensing technologies can be 
used to extract diverse and meaningful insights

1. What are important application areas of Mobile and IoT sensing?

2. What are the foundational sensing mechanisms and how are they related to localization?

3. What processing algorithms can be used to transform raw sensor data?

4. Example sensing systems/solutions with real-world case studies.

Focus of this lecture:

ML algorithms to extract insights from raw sensor data
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Previous lecture: Contactless Vitals Monitoring
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• FMCW Transmitted Signal:

• FMCW Received Signal:

• FMCW after down-conversion:

FMCW

ΔF=k τi

FFT

Phase 

Phase of peak = f0τi

• Phase wraps around 2𝜋
• Use peak position ΔF=k τi for course estimate of τi

• Use peak phase f0τi  for fine estimate of τi



Wireless Signals for Sleep Monitoring
What if wireless signals can be used to understand:

+ when you are dreaming

+ when your brain is consolidating memory

+ sleep stages



Background

Dreaming

Memory ConsolidationCognitive Processing
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Understanding Diseases with Sleep Stages



But, monitoring sleep stages is difficult …
done in hospital with many electrodes on the body



My Experience in Sleep Lab



My Experience in Sleep Lab

Can we do it in bedroom without any electrodes?
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Background: What is ML/AI?
• Classification with Logistic regression

• Loss function and parameter optimization

• Training and testing performance, generalization, regularization
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Background: Convolutional Neural Network (CNN)



Background: Recurrent Neural Network (RNN)



Objective

RF signals reflect off body and change with physiological signals

But past work on using RF to monitor sleep (Zaffaroni et al.’14, 
Tataraidze et al’16), has low accuracy ~64%, mainly detects motion, 
and is limited to a single environment.

Our objective: High accuracy on par with sleep lab, but in one’s 
bedroom and without electrodes on the body



Time Signals and 
Spectrogram

Spectrogram: A representation of the 
spectrum of frequencies of a signal as it 
varies with time.



Time Signals and Spectrogram



A Basic Model Architecture



Key Challenge
RF reflections are highly dependent on the 

measurement conditions and the individuals. 



Key Challenge
RF reflections are highly dependent on the 

measurement conditions and the individuals. 
Need to remove such extraneous information!



Multi-Source Domain Adaptation

Source domain A Source domain B Target domain C
domain = measurement condition + individual



Multi-Source Domain Adaptation
domain = measurement condition + individual

Source domain A Source domain B Target domain C



Evaluation
• 25 different bedrooms and 100 nights

• Ground-truth: FDA-approved EEG-based sleep profiler provides
sleep stage labels

• ~90k 30-sencond pairs of RF measurements and corresponding 
sleep stages



Accuracy

Inter-rater agreement: 83%

Previous solutions: 64%

Labelling sleep stages is 
subjective

Accuracy of sleep lab

~83%Our accuracy 79.8%
(Tested on new subjects not in 

training, i.e., new domains)



Comparison with Past WorkLearning Sleep Stages from Radio Signals: A Conditional Adversarial Architecture

Table 2. Sleep Stage Classification Accuracy and Kappa
Approach Accuracy 

Tataraidze et al. (2016b) 0.635 0.49
Zaffaroni et al. (2014) 0.641 0.45

Ours 0.798 0.70
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Figure 2. 2(a) shows that our model can distinguish deep and light
sleep with high accuracy. And 2(b) illustrates that our model
works well for different subjects and environments.

4.3. Classification Results

We evaluate the model on every subject while training on
the data collected from the other subjects (i.e., the model
is never trained on data from the test subject). The train-
ing data is randomly split into a training set and validation
set (75%/25%).

We use two metrics commonly used in automated sleep
staging, namely Accuracy and Cohen’s Kappa. While ac-
curacy measures the percent agreement with ground truth,
Cohen’s Kappa coefficient  (Cohen, 1960) takes into ac-
count the possibility of the agreement occurring by chance
and is usually a more robust metric.  > 0.4,  > 0.6,
 > 0.8 are considered to be moderate, substantial and al-
most perfect agreement (Landis & Koch, 1977).

Table 2 shows the accuracy and Cohen’s Kappa of our
model compared to the state-of-the-art in classifying sleep
stages using RF reflections. Since neither the dataset nor
the code used in past papers is publicly available, we com-
pare with their published results. We note however that
the Cohen’s Kappa provides some normalization since it
accounts for the underlying uncertainty in the data. The ta-
ble shows that our model has an accuracy of 79.8% and a
 = 0.70, which significantly outperforms past solutions.

Fig. 2(a) shows the confusion matrix of our model.
Fig. 2(b) also shows the accuracy on each subject. It has
a standard deviation of 2.9%, suggesting that our model is
capable of adapting to different subjects and environments.

Finally, we show in Fig. 3 the full-night predictions along
with the ground truth for the average, best, and worst clas-
sification accuracy.

Prediction

Ground Truth

0 1 2 3 4 5 6 7

Wake
REM
Light
Deep

Wake
REM
Light
Deep

Time since light off(h)

(a) Average Accuracy (80.4%)

Prediction

Ground Truth

0 1 2 3 4 5 6 7

Wake
REM
Light
Deep

Wake
REM
Light
Deep

Time since light off(h)

(b) Best Accuracy (91.2%)
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Figure 3. Three examples of full night predictions corresponding
to the average, best and worst classification accuracy.
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Figure 4. Visualizations of the CNN and RNN responses. CNN
can separate Wake REM and from the other stages, yet Deep and
Light Sleep can only be distinguished by RNN.

4.4. Understanding the Role of CNN & RNN

We analyze the role of CNN and RNN in predicting sleep
stages. To do so, we use t-SNE embedding (Maaten & Hin-
ton, 2008) to visualize the response of our network after
CNN and RNN, respectively. Fig. 4 shows the visualiza-
tion results from one of the subjects. Data points are ran-
domly sub-sampled for better viewing. The result shows
that the CNN succeeds at separating the Wake, REM from
Light and Deep Sleep. However it fails at separate Light
Sleep and Deep Sleep from each other. In contrast, Light
Sleep and Deep Sleep form different clusters in the RNN
response. These results demonstrate the role of CNN and
RNN in our model: CNN learns stage-specific features
that can distinguish Wake, REM and from Deep and Light
Sleep. RNN captures the dynamics of those features to fur-

Metrics: Accuracy and Cohen’s Kappa
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iOS Lab 1 is out
• Topic: Develop a location app and explore the power drain vs accuracy trade-off

• Due: Mon Feb 19th, 11:59 pm
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Next Lecture
• Time: Mon Feb 19th

• Topic: Applied ML for Mobile and IoT Sensing – Through-wall vision

• Readings: RF-Pose (details on the course website)
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